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Florian Tramèr† Nicholas Carlini Daphne Ippolito
Chiyuan Zhang‡ Matthew Jagielski‡ Milad Nasr

Christopher A. Choquette-Choo Katherine Lee

April 1, 2023

Abstract
Groups of the same authors often publish papers together. Many times, there

is a clear first author or last author, and then a blob of people who all contributed
equally, or whose contributions are too varied and nuanced to offer up an obvious
ordering. In this work, we present several methods for choosing an author order
given these constraints.

1 Introduction
Author ordering is important [SHIT20]. And yet, there is no consensus on the optimal
way to solve this critical problem.

Theoreticians—children at heart—often opt for an ordering that matches the tune
of the lovable alphabet song. Empiricists, in turn, prefer a partial order stretching
from people who did all the work to those who did none of it (they funded the project
though!); ties are routinely indicated using such arcane symbols as †, ‡ or ¶. Finally,
true believers (and communists) leave this challenging decision entirely up to the iron-
clad impartiality of (pseudo-random) fate (cf. “Author ordering determined by coin
flip over a Google Hangout” [KB14]). As a group of researchers that regularly pub-
lish together [CIJ+23, LIN+22, JTT+22, ZIL+21, JNCC+23, CTW+21, BLM+22,
CJCC+23, CCTCP21, NHS+23, CHN+23, CJZ+22, CAO+22, TSJ+22]1, neither of
these approaches is fully satisfactory.

For example, alphabetical author ordering forever relegates Chiyuan Zhang to last
place, bringing great dishonor to his family; conversely, Nicholas Carlini is always first
regardless of his (lack of) contribution.2 While we have experimented with reverse-
alphabetical ordering to alleviate this concern, both configurations preserve Katherine
Lee’s position in the “no-mans-land” that empiricists associate with authors who nei-
ther did any real work nor provided any wisdom or funding.3

∗Title ordered alphabetically.
†Authors ordered.
‡Joint 4th and 4th-from-last authors.
1Switzerland classifies “unjustified” self-citation as grounds for sanctions [Mat21].
2Author Nicholas Carlini sees nothing wrong with this.
3We have yet to experiment with “middle-out” ordering.
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Ordering by contributions is also challenging: often, for many of our papers, none
of the authors contributed any meaningful work whatsoever.

Finally, fully randomized ordering is perceived as unfair in the common case where
a small number of authors actually did some brilliant work, and all the others just added
their names in the hope that this extra paper will finally cure their imposter syndrome.

In this paper, we thus initiate the study of more general author ordering schemes
that combine (the worst) aspects of existing schemes.

We formally define the “Author Ordering Problem”, which asks to find an impartial
ordering of authors subject to specific positional constraints. We invite the reader to aid
us in evaluating the methodologies put forth here and continue cracking on this critical
and persistent problem in academia.

Problem Statement 1 (Author Ordering Problem) A group of n author consistently
publish papers together. Author names must be placed in some order. On any given
paper, there are k authors who should have fixed positions in the order (e.g., first or
last author). In some cases k = 0. The remaining n− k authors should be ordered so
as to make the world a better place in a maximal way.4

As we will see, possible solutions to this problem touch on topics of interest to
many different areas of computer science. For example, researchers in trustworthy AI
may be interested in studying the subtle discriminatory biases that arise when we ask
a Large Language Model (LLM) to solve the Author Ordering Problem. Or Game-
theorists may find new applications for mechanism design when we cast the Author
Ordering Problem as an auction, where authors place monetary bids on different slots
in the ordering or as marriage problem. Finally, permuting authors based on pseudo-
random values extracted from personally identifiable information (e.g., social security
numbers, credit cards, etc.) may present challenges of interest to privacy practitioners.

2 Optimal Author Ordering
Ordering 1 (Optimal author ordering) The optimal ordering of author names in an
academic publication is to place them in order.

Theorem 1 The above ordering is optimal.

Proof. By inspection. �

Corollary 1 The world is now a better place.

3 Strategies for Practical Author Ordering
In this section, we present ordering strategies that our own research group has em-
ployed or considered employing in our efforts to achieve an optimal ordering.

4n = 0 may be possible.
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Order by contribution. It is very common in Machine Learning and other fields
for collaborators to attempt to encode contribution amount into the authorship list.
Our own research group has considered several strategies for ordering by contribution.
For example, we could order by the number of plots one generates (Katherine), or
by amount of compute used (Nicholas), or the number of lines of code written (who
knows), or the number of words written on the page (this heavily disfavors German
speakers who tend to write asinglenounthatisthelengthofanentiresentence). Contribution-
based ordering becomes much more complex when collaborators decide to order by
overall contribution, rather than a single measurement. How does one weigh the dif-
ficulty of organizing a team, with the technical challenges of running experiments, or
the conceptual challenges of situating research amongst related work, all normalized
by the number of cups of coffee that each author drank?

Further difficulties arise when collaborators do not agree on how to assess contri-
bution levels, for example, when several collaborators insist on being second-to-last
author since they feel like they did the least work. For these reasons, our own research
group has chosen to minimize use of contribution-based ordering.

Deterministic orderings. Ordering alphabetically by last name5 is also a common
approach in our field. Unfortunately last-name alphabetic ordering systematically bi-
ases in favor of researchers with names that begin early in the alphabet.6 [EY06] found
that in the field of Economics, which commonly uses alphabetical ordering, professors
with earlier surname initials were significantly more likely to receive tenure. This trend
was not true in psychology, not only because psychology experiments are never repro-
ducible, but also because it does not tend to use alphabetic ordering. Some other name-
derived orderings which could reduce the favoritism toward early-initialed authors are
reverse alphabetic name ordering, ordering by name length, or ordering alphabetically
by the pth letter in each name (where p is chosen once by an impartial party with no
knowledge of why they are being asked to pick a number from 1 to 10). Alternative
non-name-based deterministic methods include ordering by author’s age, height, years
from completing their PhD, or distanced lived from the office.

Simultaneous authors. A simple solution to all of the problems with determinstic
orderings would be to overlay all author names on top of one another (Figure 1, left).7

Unfortunately, this has several limitations. For example, it is somewhat harder to read
than the standard author styling (but still somewhat easier to read than the average
equation in a theory paper). This method also favors authors with longer names, as
their name still comes “first”—as in, closest left, and overflowing on the right.

Another option (Figure 1, right) is an “Ouroboros” of author names, where every
author can claim to be first, last, or anything in between.

5Alphabetical by first name orderings are also known to exist [BAA+15].
6Alphabetical ordering also implies that P > NP , which doesn’t make any sense.
7Some would argue that you can still glean author order from this by investigating which author is put

on top of the pile, or by inspecting the tikz code to determine which order was used in the source. Through
casual experimentation, we have found that some PDF viewers will preserve the drawing order, so that when
selecting and copying the blob of text, one can get the original order back, while other (more secure) viewers
do not leak such information.
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Figure 1: A demonstration of the method of simultaneous authors.

An issue with these schemes is that while they are impartial “on paper” (literally),
an actual ordering still has to be chosen for arXiv and conference proceedings, and this
is the ordering that will be used when the work is cited.

One way to overcome this limitation would be to use a single author pseudonym,
following the example of [Bou39]. We personally recommend a portmanteau of the
first couple letters of each of the first and last names of all of the paper’s main contrib-
utors, which would lead to the set of researchers behind this paper listing “Flonidachi-
mamichrika Zhipjatracholeca” as the author on all their papers together. Unfortunately,
this method would likely run counter to academic integrity policies which require au-
thors to exist.

“Band name.” Yet another option would be to pick a “band name” for the group
of researchers, such as The Beatles or OpenAI. This gets tricky when the original
“drummer”—an affectionate nickname for the author who writes the background section—
is inevitably replaced by a better one; or when the lead author joins the “27 club”
(authors who reached an h-index of 27 and got promoted into a management role).

Self-correcting orderings. A self-correcting ordering aims to even out credit assign-
ment across the whole team. For example, for each subsequent paper, collaborators
could choose an ordering which is least predictable given the author orderings of their
previous papers. Alternatively, the person who presently has the fewest number of first-
author papers could be listed first on the next paper, or the team could order by who
has the fewest citations on their first author papers, or by perceived impact.

The reverse of self-correcting ordering is to reward the senior contributors. After
all, the project could not have happened without its most senior member! They proba-
bly deserve the bulk of the credit, and they should be in the position8 that gives that to
them. This method would place the authors with the most papers before authors with
the least papers.

Author order by auction. Not all papers are equally important to all authors. Given
that the majority of us live in the U. S. of A. where capitalism is the law of the land,9

it may be desirable to force authors to bid on their position in the paper. Authors
could place monetary bids using their own money, or use appropriate “gift funds.” An
alternative is to give each author a virtual bidding budget which could be uniform, or

8It is debated whether that position is first or last author.
9Switzerland is OK with capitalism too.
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derived from each author’s current citation count. This might disadvantage those who
are less well off, but if that’s not capitalism, we don’t know what is.

Designing auctions for multiple, possibly fungible goods is tricky10, and so we
leave this as an exercise to the reader or the game theorist.

Artificial Intelligence. We could leverage higher beings to resolve the author order-
ing challenge for us. Instead of trying to come up with a strategy, we could ask CoPilot
to write a function that outputs author order in a “fair” way. When we tried this, CoPi-
lot sometimes would suggest an order that dropped some of the authors all together.
Maybe this was CoPilot’s way of inferring that these authors really contributed noth-
ing (based on their name alone). We also asked ChatGPT and Bard to suggest good
orderings, but both were unwilling to weigh in on the matter.

Stable marriage.11 In the academic world, author ordering can be a tricky game
to play. But fear not, for game theory comes to the rescue! Imagine you and your co-
authors are players in a game where the goal is to form the perfect partnership based on
your individual preferences. It’s like a matchmaking game, but with academic credits
on the line! The game is considered stable when no one wants to ditch their current
position for someone else. And just like in any good game, there are rules and strategies
to be mastered. By using this approach, researchers can gain insights into the dynamics
of author ordering and optimize their chances of achieving a successful career. So grab
your game face and let’s play the academic authorship game with some game theory!

Seeded permutations. In prior work, we developed an algorithm to order authors
by searching for the first permutation that satisfies some set of constraints [ITN+22].
For example, in that paper, we enumerated permutations and choose the first where
Daphne appeared first (because she did all the work) and where Nicholas appeared last
(because he did none of the work).12 Thus, the problem of ordering authors can be
easily reduced to the problem of ordering permutations. Choosing a good ordering of
permutations is (as you might guess) left as an exercise for the reader.

Minimum entry permutation. We note that choosing a random permutation has
significant limitations. Most importantly, it leaves open several free variables that could
have been used to optimize some property. For example, given that arXiv papers are
limited to 10MB in total size, something we could optimize is the total file size and
choose the ordering that minimizes (or maximizes!) the overall file size. Or instead,
we could choose the permutation that maximizes (or minimizes?) the perplexity of
some large language model. Choosing whether to maximize or minimize—and what
metric to maximize or minimize—is again left as an exercise to the reader.

10See https://www.theguardian.com/business/2000/apr/23/theobserver.
observerbusiness2

11Thanks to ChatGPT for writing this paragraph.
12The other middle authors also did none of the work (since Daphne did all of it), but they did more of

none of the work than Nicholas.
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4 Discussion
Authorship serves many roles, and in addition to these roles changing over time, they
also vary across disciplines and across lab groups within the same discipline. Author-
ship order can indicate degree of intellectual contribution, seniority level, who pro-
vided funding, or none of these. The field-specific intricacies and ramifications of who
does and does not make it onto the author list is a subject of serious academic inquiry
[Cla05, SWJ12, MBJ11].

In Mathematics [Soc04], Biology [THR+07], and other fields [HE], the question
of authorship order has been fraught enough that explicit recommendations have been
made on how paper-writers should determine and explain their orderings and how read-
ers should interpret them.

All authors on this paper identify as part of the Machine Learning community,
which is rapidly transitioning toward projects conducted by large teams in which mem-
bers take on varied and specialized roles. The Machine Learning community has seen
a growth in researchers following the recommendations of [BAA+15] and having the
role and contributions of each author be specifically recognized. Visualization such as
authorship grids have been proposed to make it abundantly clear who contributed what
[PLT18, THR+07].

Increasingly, the field is seeing efforts to be very inclusive on the author list. For
example, the BIG-bench project offered to list everyone who contributed a task to their
new benchmark as an author, which resulted in almost 450 authors [SRR+22]. Other
groups, mostly in Industry, have opted to include everyone who works on the larger
research team as an author because, in some sense, the paper would not have happened
in the way it did without each and every one of them (for example, [PRL+22] from
Anthropic and [WS+23] from HuggingFace). Others have opted out of authorship
order all together and list only the team name as the author (for example: “OpenAI”
[Ope23]).

With the growth in generous author lists and the transition toward explicit contribu-
tion sections, the actual order authors end up written on the page is becoming less and
less meaningful. We see this as an excellent opportunity to discard meaning entirely,
and instead strive to maximize humour and creativity in our orderings. That being said,
we understand that it is a privilege to not have to care about authorship order, and un-
fortunately, the indicators of first or last authorship may still be crucial for securing
funding, jobs, or a PhD.

5 Contributions
Florian Tramèr: Responsible for all “—” and “è” in this paper.

Nicholas Carlini: Responsible for all figures in this paper.

Daphne Ippolito: Resposnible for all typos (fixed and missed).

Chiyuan Zhang: Responsible for all “the”s in the paper.
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Matthew Jagielski: Responsible for a great attitude.

Milad Nasr: Responsible for evaluations.

Christopher A. Choquette-Choo: Responsible for technical alignment.

Katherine Lee: Responsible.
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Roberto Luis López, Rui Ribeiro, Salomey Osei, Sampo Pyysalo, Se-
bastian Nagel, Shamik Bose, Shamsuddeen Hassan Muhammad, Shanya
Sharma, Shayne Longpre, Somaieh Nikpoor, Stanislav Silberberg, Suhas
Pai, Sydney Zink, Tiago Timponi Torrent, Timo Schick, Tristan Thrush,
Valentin Danchev, Vassilina Nikoulina, Veronika Laippala, Violette Lep-
ercq, Vrinda Prabhu, Zaid Alyafeai, Zeerak Talat, Arun Raja, Benjamin
Heinzerling, Chenglei Si, Davut Emre Taşar, Elizabeth Salesky, Sabrina J.
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