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Language models should be “aligned”.

 Helpful      +   Harmless



For now, alignment is easy to break “manually”.



Can we do this in a principled manner?



Can we create adversarial examples for LLMs?

ØHow?  gradient descent
ØAny defenses? ≈ No!

90% Tabby Cat 100% GuacamoleAdversarial noise



Warmup: attacking multimodal models.





We use gradient descent to 
find an input image that 

makes the LLM produce an 
“agreeable response”



A harder problem: attacking text-only models.

Problem: text is discrete

hello world foo bar xyz 

Gradient descent over 
text is a lot harder than 

over images



Adversarial examples for LLMs work & transfer!

1. Attack open-source models 
Øcarefully combine a bunch of tricks 

to get discrete optimization to work

2. Copy-paste to closed-source 
models (GPT-4, Bard, Claude, ...)

3. It works 🤯

“Universal and Transferable Adversarial Attacks on Aligned Language Models”. Zou, Wang, Carlini, Nasr, Kolter & Fredrikson, 2023.



Are there other ways we can “unalign” models?

What about training data leakage?



Unaligned LLMs leak data with random prompts!



What about LLMs “aligned” to behave as chatbots?



Maybe alignment prevents training data leaks?



Or maybe not...









Conclusion

Aligned language models are not adversarially aligned!

Ø Maybe this doesn’t matter for current models?

Ø What about future, more capable models?

Ø What about models with additional capabilities (plugins, etc.)?

Ø What about models trained or finetuned on sensitive data?
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