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You can’t hide from Big Brother.
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You can’t hide from Big Brother.
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You can’t hide from anyone.
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Image-perturbation tools promise to defeat facial 
recognition.
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Fawkes
???



Image-perturbation tools promise to defeat facial 
recognition.
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Image-perturbation tools promise to defeat facial 
recognition.
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These tools give a false sense of security!
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These tools give a false sense of security!
The attacks are easily defeated.
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These tools give a false sense of security!
Users don’t know if the attack worked…
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This talk.

• Attacking facial recognition systems

•Misconceptions about adversarial examples

• Solutions?

11



This talk.

• Attacking facial recognition systems

•Misconceptions about adversarial examples

• Solutions?

12



Facial recognition with nearest neighbor search.
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Feature extractor 
pre-trained on large 

dataset of faces

Database of (labeled) 
features for collected images



Facial recognition with nearest neighbor search.
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It’s a 
match!

New image to match



An attack: adversarial examples.
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≠



Data poisoning with adversarial examples.
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Users perturb pictures 
they post online

Online pictures are 
scraped to build a model

Unperturbed test pictures 
aren’t recognized

???

Users’ friends can still 
recognize the pictures

Unperturbed picture taken by 
the police, or a stalker, etc.



Poisoning is easy if the extractor is fixed & known.
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“white-box” attack



The attack should transfer to unknown extractors.
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Unknown feature 
extractor

Surrogate model



This talk.

• Attacking facial recognition systems

•Misconceptions about adversarial examples

• Solutions?
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Misconception #1:

∀ models ∃ attack ≠ ∃ attack ∀ models
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this is empirically true (so far)

credit: Nicholas Carlini



Fawkes (v0.3) doesn’t transfer to today’s 
best models. 
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v0.3 (2020) v1.0 (2021) MagFace (2021)
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Fawkes v0.3

The 1st version of 
Fawkes isn’t very 

effective, even against 
a known extractor...

... and fails entirely against 
newer, better extractors
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Fawkes v0.3
Fawkes v1.0

Fawkes (v1.0) doesn’t transfer to today’s 
best models. 
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The new version of Fawkes 
works well against current 

and past extractors

... but fails to transfer to the 
recent MagFace extractor
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Attack
LowKey

LowKey transfers moderately to today’s best 
models. 
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2022 2023

?

LowKey transfers very well 
against existing extractors...

...but only moderately against a 
new and very different vision model



What if the model trainer also uses the attack?
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Train a robust extractor on attack outputs.
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Train a robust extractor on attack outputs.
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Train a robust extractor on attack outputs.
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Train a robust extractor on attack outputs.
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The robust extractor resists poisoning attacks.

29

robust feature 
extractor



The robust extractor resists poisoning attacks.
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Isn’t this just the start 
of an arms-race?



The arms race has already started.
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https://sandlab.cs.uchicago.edu/fawkes/

https://sandlab.cs.uchicago.edu/fawkes/


Misconception #2:

Adversarial ML 
doesn’t always 

admit an arms-race
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New models can be applied retroactively.
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Model trainer scrapes pictures 
produced with weak attack

Users switch to stronger attacks, 
but new model can be trained 

solely on data collected in the past



(Biometric) privacy does not admit an arms race.
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~6 years ago

• Facial features cannot be 
(easily or quickly) changed

• You cannot reclaim your 
privacy once you’ve lost it!



This talk.

• Attacking facial recognition systems

•Misconceptions about adversarial examples

• Solutions?
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Solution 1: Don’t post pictures online.
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Solution 1: Don’t post pictures online.
It’s already too late.
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I didn’t take 
these pictures 
or upload them!



Solution 1: Don’t post pictures online.
It’s already too late.
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ultimate retroactive strategy: 
train only on pictures posted 

online before 2020...



Solution 2: Legislation & policy
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Take-Aways

Ø Threat models matter: 
Ø no single attack works against all future models
Ø biometric privacy does not admit an arms race

Ø Be careful what you can promise users
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Thank you!
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